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Abstract  

Computational Psychological Science (CPS) is a rapidly growing field that uses computational models to 
study human behaviour and cognition. The development of artificial intelligence (AI) algorithms has 
greatly expanded the potential of CPS by providing powerful tools for modelling complex and dynamic 
processes in the brain. One area where AI has had a major impact on CPS is in the field of emotion 
recognition. Researchers can now collect large datasets of emotional facial expressions and use AI 
algorithms, such as convolutional neural networks (CNNs), to learn how to recognize different emotions 
from these images. These models can be used to generate predictions about how emotions are 
represented in the brain and how they are influenced by social and contextual factors. AI algorithms can 
also be used to optimize the parameters of computational models and improve their accuracy and 
predictive power. For example, evolutionary algorithms can be used to search for the set of model 
parameters that best fit the experimental data, while reinforcement learning algorithms can be used to 
optimize the model's decision-making policies in complex and dynamic environments. In addition to 
emotion recognition, AI has also been used in CPS to model other cognitive processes, such as decision-
making, learning, and memory. For example, deep learning algorithms have been used to develop 
models of how the brain learns and represents visual and auditory stimuli, while reinforcement learning 
algorithms have been used to model how the brain makes decisions in uncertain and changing 
environments. Overall, the connection between AI and CPS has the potential to provide new insights into 
the computational basis of human behaviour and cognition and to develop new interventions and 
technologies that can improve human well-being. However, this field also raises important ethical and 
social issues, such as the potential impact of AI on privacy, social inequality, and the future of work. As 
AI and CPS continue to develop, it is important to carefully consider these issues and ensure that these 
technologies are used in ways that benefit society as a whole. 
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INTRODUCTION 

Artificial intelligence (AI) is a rapidly growing field that has been making significant 

contributions to various disciplines, including psychology. The application of AI in psychology 

has the potential to revolutionize the field and lead to significant advancements in research, 

diagnosis, and treatment of mental health disorders. AI has already shown promising results 

in the areas of behavioural analysis, cognitive assessment, and emotion recognition, among 

others [1-4]. 

This paper provides an in-depth review of the current state of AI in psychology. It starts 

by defining AI and discussing its various types and applications. Then, it explores the potential 

benefits and challenges of using AI in psychology. The paper also examines some of the recent 

developments in AI-based psychological research, such as the use of natural language 

processing and computer vision. Finally, it discusses the ethical and social implications of AI 

in psychology and highlights the need for responsible AI development and usage [4-7]. 
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What is Artificial Intelligence? 

Artificial intelligence refers to the development of computer systems that can perform 

tasks that typically require human intelligence, such as learning, reasoning, problem-solving, 

and decision-making [8-11]. There are two main types of AI: narrow or weak AI and general 

or strong AI. Narrow AI is designed to perform a specific task, such as recognizing speech or 

playing chess. General AI, on the other hand, is a hypothetical type of AI that can perform any 

intellectual task that a human being can. AI has a wide range of applications in various fields, 

including finance, healthcare, transportation, and education. In psychology, AI can be used to 

analyse behaviour, assess cognitive functions, and detect emotions, among other applications 

[8],[9]. 

Benefits of AI in Psychology 

The application of AI in psychology has the potential to revolutionize the field and lead to 

significant advancements in research, diagnosis, and treatment of mental health disorders. 

Some of the potential benefits of using AI in psychology include: 

Enhanced diagnostic accuracy: AI-based systems can analyse large amounts of data and 

identify patterns that may be difficult for humans to detect. This can lead to more accurate 

and timely diagnosis of mental health disorders [10]. 

Personalized treatment: AI-based systems can analyse a patient's data and provide 

personalized treatment recommendations based on their individual needs and characteristics 

[11]. 

Improved accessibility: AI-based systems can provide remote and accessible mental health 

services to individuals who may not have access to traditional mental health services due to 

geographical or financial constraints [12]. 

Faster research: AI-based systems can analyse large datasets and identify patterns much 

faster than humans, leading to faster and more efficient research [13]. 

Challenges of AI in Psychology 

While the application of AI in psychology has many potential benefits, it also presents 

several challenges. Some of the challenges of using AI in psychology include: 

Lack of transparency: AI-based systems can be difficult to interpret, and their decision-

making processes may be opaque, leading to concerns about bias and lack of accountability 

[14]. 

Data privacy and security: AI-based systems rely on large amounts of data, which may 

include sensitive information about individuals' mental health. There are concerns about data 

privacy and security, particularly with regards to how this information is collected, stored, 

and used [15]. 

Limited human interaction: AI-based systems can provide remote mental health services, 

but they may lack the human touch that is often necessary for effective treatment [16]. 

Ethical concerns: The use of AI in psychology raises ethical concerns, such as whether it is 

appropriate to rely on machines to make decisions about human mental health [17]. 

Recent Developments in AI-Based Psychological Research 

There have been several recent developments in AI-based psychological research that 

have the potential to revolutionize the field. Some of these developments include: 
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Natural language processing: Natural language processing (NLP) is a subfield of AI that 

focuses on analysing and understanding human language. NLP can be used to analyse text 

data, such as social media posts or clinical notes, to identify patterns in language use that may 

be indicative of mental health disorders. For example, researchers have used NLP to analyse 

social media posts and identify language patterns that are associated with depression and 

other mental health disorders [18]. 

Computer vision: Computer vision is another subfield of AI that focuses on analysing and 

understanding visual data. Computer vision can be used to analyse facial expressions and 

other nonverbal cues to detect emotions, which can be useful in the diagnosis and treatment 

of mental health disorders [19]. 

Virtual assistants: Virtual assistants are AI-based systems that can interact with humans 

through natural language processing. Virtual assistants can provide mental health services, 

such as therapy or counselling, and can also assist with tasks such as medication management 

or appointment scheduling [20]. 

Machine learning: Machine learning is a subfield of AI that involves developing algorithms 

that can learn from data. Machine learning can be used to develop predictive models for 

mental health disorders based on a variety of factors, such as demographic information, 

family history, and past mental health diagnoses [21]. 

Ethical and Social Implications of AI in Psychology 

The use of AI in psychology raises several ethical and social implications that need to be 

considered. Some of these implications include [22-25]: 

Bias: AI-based systems may incorporate biases from the data used to train them, which can 

result in discriminatory or inaccurate decisions. It is essential to ensure that AI systems are 

developed and trained in a way that is unbiased and equitable. 

Privacy and security: AI-based systems rely on large amounts of data, which may include 

sensitive information about individuals' mental health. It is important to ensure that this data 

is collected, stored, and used in a way that protects individuals' privacy and security. 

Responsibility and accountability: As AI-based systems become more prevalent in the field 

of psychology, it is important to establish clear lines of responsibility and accountability. This 

includes ensuring that AI systems are transparent and that humans can understand and 

interpret their decision-making processes. 

Access to mental health services: While AI-based systems have the potential to improve 

accessibility to mental health services, it is important to ensure that they do not replace 

human interaction altogether. It is essential to ensure that individuals have access to the 

human touch that is often necessary for effective mental health treatment. 

The application of AI in psychology has the potential to revolutionize the field and lead to 

significant advancements in research, diagnosis, and treatment of mental health disorders. 

AI-based systems can analyse large amounts of data and identify patterns that may be difficult 

for humans to detect, leading to more accurate and timely diagnosis of mental health 

disorders. AI-based systems can also provide personalized treatment recommendations 

based on individual needs and characteristics, and improve accessibility to mental health 

services for individuals who may not have access to traditional mental health services. 

However, the use of AI in psychology also presents several challenges, including concerns 
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about bias, data privacy and security, and limited human interaction. It is essential to ensure 

that AI-based systems are developed and used in a responsible and ethical manner, and that 

they do not replace human interaction altogether [22-24]. 

SMART CPS AND AI PROJECT IMPLEMENTATION  

This project would involve using AI algorithms to analyse large sets of social media posts (e.g. 

tweets, Facebook posts, etc.) to determine the sentiment of the posts (positive, negative, or 

neutral) and identify trends in sentiment over time or across different groups of users. Here 

are the computational approaches and formulas that could be used in this project: 

Text pre-processing 

Before sentiment analysis can be performed, the text data must be cleaned and pre-processed. 

This can involve removing stop words (common words like "the" and "and" that don't carry 

much meaning), stemming (reducing words to their base form), and tokenization (breaking 

the text into individual words or phrases). The semi code of this section is mentioned as 

Equation 1 [26].  

Equation 1 

def clean_text(text): 

    # remove punctuation 

    text = re.sub('[^a-zA-Z0-9\s]', '', text) 

    # remove stop words 

    stop_words = set(stopwords.words('english')) 

    tokens = word_tokenize(text) 

    tokens = [token.lower() for token in tokens] 

    filtered_tokens = [token for token in tokens if token not in stop_words] 

    # stemming 

    stemmer = PorterStemmer() 

    stemmed_tokens = [stemmer.stem(token) for token in filtered_tokens] 

    return " ".join(stemmed_tokens) 

Sentiment lexicons 

 Sentiment analysis relies on pre-defined lexicons that associate words with positive or 

negative sentiment. These lexicons can be developed manually or with machine learning 

algorithms. One example of a popular sentiment lexicon is the AFINN lexicon, which assigns a 

score to each word indicating its level of positivity or negativity. Also, the stages of sentiment 

lexicons execution is demonstrated as per Equation 2 [27]. 

Equation 2 

def load_afinn(): 

    afinn = {} 
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    with open("afinn.txt") as file: 

        for line in file: 

            parts = line.strip().split('\t') 

            afinn[parts[0]] = int(parts[1]) 

    return afinn 

Machine learning algorithms 

 Machine learning algorithms can be used to train models that can automatically classify text 

as positive, negative, or neutral based on patterns in the data. One popular algorithm for 

sentiment analysis is the Support Vector Machine (SVM), which creates a hyperplane that 

separates positive and negative examples in the data. The steps of machine learning 

algorithms in the project are demonstrated according to Equation 3 [28]. 

Equation 3 

def train_svm(X_train, y_train): 

    svm = LinearSVC() 

    svm.fit(X_train, y_train) 

    return svm 

 

def predict_svm(svm, X_test): 

    y_pred = svm.predict(X_test) 

    return y_pred 

Evaluation metrics 

 Once sentiment analysis models have been developed, they must be evaluated to determine 

their accuracy. Common evaluation metrics include precision (the proportion of predicted 

positive or negative posts that are actually positive or negative), recall (the proportion of 

actual positive or negative posts that are correctly identified), and F1 score (a measure that 

combines precision and recall). The process of algorithm performance assessment is 

mentioned as per Equation 4 [29]. 

Equation 4 

def evaluate(y_true, y_pred): 

    precision = precision_score(y_true, y_pred) 

    recall = recall_score(y_true, y_pred) 

    f1 = f1_score(y_true, y_pred) 

    return precision, recall, f1 

 

Visualization 
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 Once sentiment analysis has been performed on social media data, the results can be 

visualized using graphs or charts. For example, a time series chart could show how sentiment 

has changed over time, or a scatter plot could show how sentiment varies across different 

groups of users. Equation 5 illustrates the visualization procedure of the project [30].  

Equation 5 

def plot_sentiment_over_time(sentiment_scores): 

    plt.plot(sentiment_scores) 

    plt.xlabel("Time") 

    plt.ylabel("Sentiment Score") 

    plt.show() 

Overall, a project involving sentiment analysis on social media data would involve a 

combination of pre-processing techniques, sentiment lexicons, and machine learning 

algorithms, evaluation metrics, and visualization techniques. 

COMPUTATIONAL PSYCHOLOGICAL SCIENCE (CPS) 

Computational Psychological Science (CPS) is an interdisciplinary field that combines 

psychology, neuroscience, computer science, and mathematics to study the computational 

basis of human behaviour and cognition. CPS aims to develop computational models that can 

simulate and explain human behaviour and cognition, and to use these models to make 

predictions and test hypotheses about human behaviour in real-world settings. One key 

concept in CPS is the idea of computational modelling [31]. Computational models are 

mathematical representations of cognitive processes that can be used to simulate and predict 

behaviour. These models are typically based on a set of assumptions about the underlying 

cognitive processes, and they are designed to capture the essential features of these processes 

in a simplified and tractable form. For example, a model of visual attention might assume that 

attention is guided by the salience of visual stimuli, and it might use a set of equations to 

describe how this salience is computed and updated over time [32]. 

Another key concept in CPS is the idea of machine learning. Machine learning algorithms are 

used to build computational models from data, rather than from assumptions about cognitive 

processes. These algorithms can be used to extract patterns and relationships from large 

datasets, and to make predictions and classifications based on these patterns. For example, 

machine learning algorithms might be used to predict the likelihood that a person will develop 

a particular mental disorder based on their genetic and environmental factors. CPS has a wide 

range of applications in both basic and applied research. In basic research, CPS can be used to 

test theories of human behaviour and cognition, to explore the neural mechanisms that 

underlie these processes, and to develop new hypotheses and research questions. In applied 

research, CPS can be used to develop new interventions and treatments for mental health 

disorders, to design more effective human-machine interfaces, and to improve the 

understanding of how people interact with complex systems such as transportation networks 

or social media platforms. Overall, CPS is a rapidly growing field that is playing an increasingly 

important role in the understanding of human behaviour and cognition. By combining 

insights from psychology, neuroscience, computer science, and mathematics, CPS is providing 

new tools and techniques for studying the computational basis of human behaviour, and for 

developing new interventions and technologies that can improve human well-being [33]. In 
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the following, the present research wants to prepare an example of how computational 

modelling could be used to study human decision making in a risky context.  

The study wants to understand how people make decisions when faced with a risky choice, 

such as whether to invest in a stock or not. The model could develop a computational platform 

that captures the essential features of this decision-making process, such as the expected 

value of the investment, the variability of the return, and the individual's risk preferences. 

One popular model for studying risky decision making is the Expected Utility (EU) model, 

which assumes that people make decisions by maximizing the expected value of their 

outcomes, weighted by their subjective preferences for risk. Mathematically, the EU model 

can be formulated as Equation 6 [34]. 

Equation 6 

EU = Σi (pi * vi) 

Where EU is the expected utility of the decision, pi is the probability of each possible outcome 

i, and vi is the subjective value of that outcome. The subjective value can be thought of as the 

individual's preference for that outcome, and it is typically modelled using a utility function, 

such as a power function or an exponential function [35]. 

However, the EU model has some limitations, such as its assumption of linear utility and its 

inability to account for non-linear probability weighting. To address these limitations, 

alternative models have been proposed, such as the Prospect Theory (PT) model, which 

incorporates non-linear probability weighting and loss aversion. The PT model can be 

formulated as Equation 7 [35]. 

Equation 7 

PT = Σi (w(pi) * u(vi)) 

Where PT is the prospect theory value, w(pi) is the weighting function for the probability of 

each possible outcome i, and u(vi) is the utility function for the subjective value of that 

outcome. 

Computational modelling can be used to fit these models to experimental data, and to test 

their ability to predict human behaviour in risky decision-making contexts. For example, 

researchers could ask participants to make a series of decisions between risky and certain 

outcomes, and then use the data to estimate the parameters of the EU or PT models. These 

models could then be used to predict the participant's choices in new decision-making 

scenarios, and to test hypotheses about the underlying cognitive processes that drive risky 

decision making. 

CPS-AI CONNECTIONS   

Computational modelling is closely related to the field of artificial intelligence (AI), as both 

rely on the use of mathematical and computational techniques to simulate and predict human 

behaviour and cognition. In the context of CPS, AI algorithms are often used to build and train 

computational models from large datasets of behavioural or neuroimaging data. For example, 

machine learning algorithms such as neural networks can be used to extract patterns and 

relationships from these datasets, and to identify the features or factors that are most 

predictive of human behaviour. These models can then be used to make predictions and test 

hypotheses about how the brain processes information and generates behaviour. Moreover, 
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AI algorithms can also be used to optimize the parameters of the computational models to 

improve their accuracy and predictive power. For example, evolutionary algorithms can be 

used to search for the set of model parameters that best fit the experimental data, or 

reinforcement learning algorithms can be used to optimize the model's decision-making 

policies in complex and dynamic environments. In the next step, an example about how AI 

algorithms can be used to build and train a computational model for studying human emotion 

recognition [36]. 

First, dataset of emotional facial expressions should be prepared, such as the widely used 

Facial Action Coding System (FACS) database. This dataset consists of images of faces with 

different emotional expressions, and each image is labelled with the corresponding emotion 

category (e.g., happy, sad, angry). 

The model can then use an AI algorithm, such as a convolutional neural network (CNN), to 

learn how to recognize emotional expressions from these images. The CNN consists of 

multiple layers of artificial neurons that are trained to identify and extract the most salient 

features of the input images. The output of the CNN is a set of probabilities for each emotion 

category, indicating the likelihood that the input image belongs to each category. The semi 

codes of CPS-AI nexus are demonstrated as per Equation 8 [33-36]. 

Equation 8 

# Import necessary libraries 

import tensorflow as tf 

from tensorflow.keras import layers 

# Define the CNN architecture 

model = tf.keras.Sequential([ 

layers.Conv2D(32, (3, 3), activation='relu', input_shape=(48, 48, 1)), 

layers.MaxPooling2D((2, 2)), 

layers.Conv2D(64, (3, 3), activation='relu'), 

layers.MaxPooling2D((2, 2)), 

layers.Conv2D(128, (3, 3), activation='relu'), 

layers.MaxPooling2D((2, 2)), 

layers.Flatten(), 

layers.Dense(128, activation='relu'), 

layers.Dense(7, activation='softmax') 

]) 

# Compile the model 

model.compile(optimizer='adam', 

loss='categorical_crossentropy', 

metrics=['accuracy']) 



 
 9 Authors’ names 

# Load the emotional expression dataset 

data = tf.keras.datasets.fashion_mnist 

(x_train, y_train), (x_test, y_test) = data.load_data() 

# Preprocess the data 

x_train = x_train.reshape(x_train.shape[0], 28, 28, 1) 

x_test = x_test.reshape(x_test.shape[0], 28, 28, 1) 

x_train, x_test = x_train / 255.0, x_test / 255.0 

y_train = tf.keras.utils.to_categorical(y_train, 10) 

y_test = tf.keras.utils.to_categorical(y_test, 10) 

# Train the model 

model.fit(x_train, y_train, epochs=10, validation_data=(x_test, y_test)) 

 

CONCLUSION  

In conclusion, the integration of AI and CPS is transforming our understanding of human 

behaviour and cognition by providing powerful tools for modelling and analysing complex 

and dynamic processes in the brain. The development of AI algorithms, such as CNNs and deep 

learning models, has enabled researchers to recognize and predict emotional expressions, 

learn and represent visual and auditory stimuli, and model decision-making in uncertain and 

changing environments. These models not only shed light on the computational mechanisms 

of human behaviour but also open up new opportunities for developing interventions and 

technologies that can improve human well-being. However, the increasing use of AI in CPS 

also raises important ethical and social issues that need to be addressed. These issues include 

the potential impact of AI on privacy, social inequality, and the future of work. Therefore, it is 

crucial that researchers, policymakers, and stakeholders collaborate to develop ethical 

guidelines and policies that ensure the responsible and equitable use of AI in CPS. In the 

following, some suggestions for future studies are presented.  

Integration of multimodal data: Future studies could explore the integration of multiple 

modalities, such as neuroimaging, physiological data, and behavioural data, to better 

understand the complex and dynamic processes underlying human behaviour and cognition. 

By combining different sources of data, researchers could develop more accurate and 

comprehensive computational models that capture the rich and diverse nature of human 

experience. 

Transferability of models: Another area for future research is the transferability of 

computational models across different contexts and populations. While many models are 

developed and validated on specific datasets, it is important to examine how well these 

models generalize to new datasets and populations. This could involve testing the 

performance of models on different datasets, as well as examining the impact of individual 

differences, cultural factors, and environmental factors on the model's performance. 

Ethical and social implications: Finally, future studies should also address the ethical and 

social implications of using AI in CPS. This could involve examining the potential impact of AI 
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on privacy, social inequality, and the future of work, as well as developing ethical guidelines 

and policies that ensure the responsible and equitable use of AI in CPS. By addressing these 

issues, we can ensure that the integration of AI and CPS benefits society as a whole and 

promotes human well-being. 
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