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Abstract  
This study explores Human Activity Recognition (HAR), a machine learning technique utilized in 
health monitoring and human-computer interaction. HAR identifies human actions through sensor 
data from accelerometers and gyroscopes in smartphones and wearables. Key components of this 
technique include model selection, feature extraction, preprocessing, and data collection to classify 
activities such as standing, lying, sitting, and walking. Despite its potential, privacy concerns warrant 
further research for effective deployment. A comprehensive analysis of HAR techniques has been 
described in this research work. 
 
Keywords: Accelerometer; Human-Computer Interaction; Censor Data; Recognizing Human 
Activity; Gesture recognition; Pattern Recognition; Real-Time Monitoring 

 

INTRODUCTION 
Human Activity Recognition (HAR) is an interdisciplinary field that leverages sensor 

data to automatically detect and classify human activities. The process typically involves 
several key phases, including data collection, feature extraction, and model selection. 
Recent advancements in deep learning and sensor fusion have significantly improved 
HAR performance, enabling more accurate and efficient activity recognition. However, 
further research is needed to ensure the effective deployment of these systems in real-
world applications. 

Deep learning models, in particular, have gained significant attention due to their 
ability to capture complex patterns in large datasets. Additionally, the fusion of data from 
multiple sensor types has proven to enhance HAR system performance. HAR is 
particularly important in domains such as fitness tracking, smart environments, and 
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healthcare, where it can be used to monitor patient well-being, track daily activities, and 
detect events such as falls. 

Real-world applications of HAR extend to improving user experiences by enabling 
subtle environmental adjustments in response to human behaviour. Computer vision-
based approaches are also commonly employed in HAR to track activities via visual data. 
Many mobile applications rely on sensor-based classification models to recognize and 
interpret human activity in real time. 

Despite its potential, HAR faces several challenges. These include data variability, 
where individuals may perform the same activity in different ways like scalability, as the 
system must be capable of recognizing a vast range of activities; and privacy concerns, as 
sensitive information may be inferred from activity data. The collection and utilization of 
personal activity data pose significant ethical and privacy risks that must be carefully 
considered by researchers and practitioners when designing and deploying HAR systems.		

Building on these challenges, a comprehensive analysis of HAR techniques will be 
described in this research work. 

 

 LITERATURE REVIEW 
	

Enhancing Human Activity Recognition 

The Study [1] proposed an approach for Human Activity Recognition (HAR) using 
smartphone inertial sensors, emphasizing the use of a Support Vector Machine (SVM) to 
reduce computational costs without compromising accuracy. This method is particularly 
beneficial for devices with limited resources, such as smartphones, as it minimizes energy 
consumption while maintaining effective activity detection. The authors suggest that 
making the AR dataset publicly available could facilitate future research and 
experimentation with different learning paradigms. They addressed [2] the issue of limited 
computational resources by introducing the Multiclass Hardware-Friendly Support Vector 
Machine (MC-HF-SVM) approach. This hardware-friendly method allows for efficient 
human activity detection from smartphone sensors, overcoming CPU power limitations. 
The proposed technique is particularly applicable in healthcare and assisted living 
environments, where real-time activity monitoring is essential. 

In [3] they have explored the application of wearable sensors for monitoring patients 
undergoing knee osteoarthritis (OA) rehabilitation. Knee OA is a common condition, 
especially among the elderly, and requires continuous monitoring during exercise therapy. 
The study used three sensors to track joint movements and angles, classifying various 
exercises and identifying proper postures. Validation methods demonstrated the accuracy 
of the approach in categorizing workout activities. 

In [4] they proposed an innovative approach for training multiclass SVMs using a 
generalized margin definition. The method allows for the efficient use of large datasets by 
decomposing the dual problem and presenting multiclass issues as compact quadratic 
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optimization tasks. Experimental results show that this approach achieves cutting-edge 
accuracy in multiclass classification tasks. 

The research work [5] introduced a real-time activity classification system that uses 
triaxial accelerometer data to monitor human physical activity. The system can 
differentiate between "resting," "walking," "running," and "unknown activities" without the 
need for training data. The system operates with any sensor orientation and was tested 
with 10 participants, showing particularly strong accuracy in identifying "walking" 
activities. This work is part of an initiative to develop assistive technologies for aging 
populations. 

The study in [6] has reviewed the key tasks in HAR research, including feature 
extraction, data segmentation, and classification. The study also evaluated recent 
methodologies in these areas, discussing their advantages and limitations. Additionally, 
the paper presents datasets of inertial signals from smartphones commonly used in HAR 
evaluation, along with metrics for assessing classifier performance. Further, extending this 
research, in [7] the widespread application of HAR in behavioural analysis, surveillance, 
sports tracking, and healthcare has been highlighted. The study noted that wearable 
technology, such as smartphones, smartwatches, and fitness trackers, is frequently used to 
collect data from sensors like accelerometers, gyroscopes, and GPS. These devices, with 
their embedded sensors, have drawn significant attention for their use in HAR 
applications, including fall detection, behavioural analysis, and sports tracking. 
Accelerometers, in particular, are valued for their low power consumption and continuous 
sensing capabilities. The study [8] has investigated the intersection of incremental learning 
and deep learning techniques, such as ResNet and Convolutional Neural Networks 
(CNNs), for improving HAR systems. The study focused on personalized HAR models 
that adapt more effectively than user-independent models. Experimental results showed 
that ResNet and CNNs could rapidly adapt to new users, demonstrating their potential to 
enhance HAR system performance [9]. 

The study [10] revisited the role of smartphone sensors, including accelerometers and 
gyroscopes, in capturing human activities such as walking, sitting, and standing. The paper 
also discussed the importance of privacy in HAR systems, emphasizing the need for 
solutions that prioritize user confidentiality over surveillance. The authors evaluated 
various HAR tasks, along with datasets of inertial signals, to assess classifier accuracy. In 
[11] they have tackled the issue of data scarcity in deep learning models for HAR by 
introducing the Continuous Learning Platform (CLP). This platform compiles continuous 
data to enhance HAR systems. By merging multiple inertial signal databases, the CLP 
generates a large, uniform dataset enriched with contextual information, which aids in 
activity recognition and online signal categorization. The platform aims to provide the 
research community with valuable resources to advance HAR development. 

Moreover, in [12] they have explored the use of wearable accelerometer sensors for 
HAR, emphasizing the role of exercise in maintaining health. The authors proposed a 
machine learning approach to improve activity recognition accuracy by selecting relevant 
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features from the dataset. Decision trees with AdaBoost, Random Forest, and linear 
forward selection were employed for classification, contributing to advancements in real-
time activity recognition. 

The research work [13] has further expanded the use of wearable accelerometers for 
activity recognition. The paper highlighted the significance of feature selection in 
improving classification accuracy, offering a machine learning-based method for effective 
HAR in healthcare and smart home applications. By employing decision trees, Random 
Forest, and AdaBoost, the study demonstrated a novel approach to real-time activity 
detection. In [14] the authors have conducted an in-depth analysis of HAR systems, 
focusing on their importance in reducing occupational diseases. The study covered various 
phases of HAR, including attribute selection, data preprocessing, segmentation, feature 
extraction, dimensionality reduction, and classification [15]. The authors also discussed the 
use of accelerometers and physiological sensors, along with the challenges in data 
collection and system usability. A variety of supervised and unsupervised classification 
algorithms were proposed, providing useful methods for real-time activity recognition in 
healthcare and smart home environments. The study [16] has explored the role of HAR 
systems in reducing occupational illnesses, highlighting the various phases involved in 
building effective HAR systems. These phases include attribute selection, data 
preprocessing, segmentation, and classification [17]. The paper examined the use of 
accelerometers and physiological sensors, presenting several classification techniques for 
real-time activity identification, with potential applications in healthcare and smart homes 
[18]. 

They Author investigated the use of smartphone sensors and machine learning for 
HAR, particularly in healthcare and the prevention of occupational diseases [19]. The study 
utilized smartphone accelerometers and gyroscopes to track activities such as walking, 
sitting, and standing [20]. The research aimed to develop privacy-conscious HAR systems 
and demonstrated the use of machine learning methods like Decision Trees and Random 
Forest [21]. The Random Forest classifier achieved 93% accuracy, underscoring its potential 
in patient monitoring and task management in both healthcare and workplace settings [22]. 

 

METHODOLOGY  
Human Activity Recognition (HAR) focuses on the accurate and reliable identification 

and classification of human activities using sensor data. It involves addressing several 
challenges, including noisy data, variations in individual movement patterns, and 
ensuring robustness across diverse environments and conditions [23]. The goal is to 
develop machine learning models capable of distinguishing between activities such as 
standing, lying, sitting, and walking [24]. 

The dataset used for this study is sourced from [Dataset Source] and contains sensor 
readings from accelerometers and gyroscopes embedded in wearable devices. It includes 
the total number of samples collected from multiple individuals performing various 
activities. Each sample consists of multiple features that capture motion characteristics, 
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including time-domain features such as Mean, Standard Deviation, Minimum, Maximum, 
Median, Skewness, and Kurtosis, as well as frequency-domain features like Power Spectral 
Density and Fast Fourier Transform coefficients. Additionally, raw sensor readings from 
accelerometers (X, Y, Z) and gyroscopes (Angular velocity in X, Y, Z) are included. This 
dataset represents a multiclass classification problem, where the objective is to predict 
human activities based on sensor readings. The target classes include Walking, Sitting, 
Standing, Lying Down, Running, and Climbing Stairs. The machine learning models are 
trained to accurately classify a given data sample into one of these predefined activity 
categories. - In this study, we pre-processed the dataset [25] and subsequently trained and 
tested various models on the raw data. We evaluated their performance using key metrics 
such as accuracy, precision, recall, and F1-score. During evaluation, we observed that class 
imbalance affected model performance. To mitigate this, we applied the Synthetic Minority 
Over-sampling Technique (SMOTE) to balance the class distribution [26]. Additionally, we 
employed feature selection techniques to iteratively identify the most relevant features by 
repeatedly training models and discarding the least significant ones. This approach helped 
to enhance model performance and reduce the risk of overfitting. The collection and use of 
personal activity data raises serious ethical and privacy concerns. These issues must be 
taken into account by researchers and practitioners while designing and deploying HAR 
systems. 
 

Data Collection Procedure and Implementation 

This script performs human activity recognition (HAR) data analysis and applies 
machine learning techniques using smartphone sensor data in the Figure 1. It begins by 
importing the necessary libraries, followed by data preprocessing, visualization, feature 
selection, and the construction of various machine learning models [26]. 

The script reads the CSV file containing the dataset and performs initial data 
preprocessing steps, as illustrated in Figure 2. These steps include checking the number of 
rows and columns, identifying duplicate entries, and detecting null or NaN values. It then 
visualizes the dataset by generating a pie chart that displays the distribution of 
observations across different activities and a bar chart that shows the count of observations 
for each activity. 

For feature selection, the script applies stability selection with LassoCV, and 
subsequently, it constructs multiple machines learning models, including K-Nearest 
Neighbors (KNN), Random Forest, Decision Tree, Multi-Layer Perceptron (MLP), Support 
Vector Classifier (SVC), Logistic Regression, AdaBoost, XGBoost, and SMOTE (for 
addressing class imbalance). These models are trained on the preprocessed data, and their 
performance is evaluated using metrics such as accuracy, precision, recall, and F1-score, as 
shown in Figure 3. The results are displayed, and the performance of the models is 
compared by plotting their ROC curves and confusion matrices [20]. 
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Figure 1. Flow Diagram for HAR 

 

 
 

Figure 2. HAR Script 
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Figure 3. Model Diagram 
 

In this Human Activity Recognition (HAR) study, we propose a comprehensive 
methodology for designing and evaluating a machine-learning model to recognize human 
activities from sensor data. The process begins with data collection from accelerometers 
and gyroscopes, capturing the movements associated with various activities. 
Subsequently, rigorous data preprocessing steps are implemented, addressing issues such 
as missing values, and outliers, and normalizing data to ensure its quality and consistency. 
Relevant features are then extracted from the sensor data, encompassing time-domain and 
frequency-domain characteristics. 

Models and Evaluation Metrics for Algorithms 

The dataset is properly labeled for supervised learning, with a portion reserved for 
testing to assess the model's ability to generalize. A machine learning algorithm, selected 
according to the complexity of the activities and the characteristics of the dataset, is trained 
on the labeled data.  

The model is rigorously evaluated using standard metrics, including accuracy, 
precision, and recall. To address potential data imbalances, techniques like the Synthetic 
Minority Over-sampling Technique (SMOTE), as illustrated in Figure 4, have been 
employed. The methodology also incorporates considerations for model deployment, 
ethical concerns, and comprehensive documentation. This approach provides a structured 
framework for developing and evaluating HAR models, emphasizing robustness, 
accuracy, and ethical integrity. 

Table 1 presents the initial evaluation criteria for the models before applying the 
SMOTE technique. It reveals a class imbalance issue that negatively affects precision and 
recall values for certain activities. The confusion matrix indicates that activities such as 
walking and standing were accurately classified, while sitting and lying down showed 
misclassifications. This underscores the importance of balancing the dataset prior to model 
training. We proposed several algorithms, including K-Nearest Neighbors (KNN), 
Random Forest, Multilayer Perceptron (MLP), Support Vector Machine (SVM), Decision 
Tree, Logistic regression, XGBoost, and Gradient Boost, see Table 1. After training and 

Data 
Collection 

Data Preprocessing Feature Extraction Splitting data into 
Train & Test 

Model Selection Model Training Model Evaluation 
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testing the models, we calculated accuracy, precision, recall, and F1-score, and compared 
their performance. 

	
    Figure 4. Architecture diagram 

 

Table 1. Algorithms utilized for evaluation criteria 

Simulation No. Model Used 
1 KNN 
2 RF 
3 Decision Tree 
4 MLP 
5 SVM 
6 Logistic Regression 
7 XGBOOST 

 

Figure 5 depict the proposed algorithm for the HAR, detailing each processing step.  



	
	
	

	
	

	
	

266 Katragadda	M.	Shyam,	S.	Surapaneni,	P.	Dedeepya,	N	Sampreet	Chowdary,	Balamuralikrishna	Thati	

 
Figure 5. Proposed Algorithm for the HAR 

 

  RESULTS AND DISCUSSION 
The evaluation of our Human Activity Recognition (HAR) model demonstrates 

promising results, with an accuracy of insert accuracy percentage. Key performance 
metrics, including precision, recall, and F1 score, provide a comprehensive assessment of 
the model’s ability to differentiate between various activities based on sensor data. The 
confusion matrix analysis reveals specific patterns of misclassifications, offering valuable 
insights for future improvements. Class-wise performance evaluation shows high accuracy 
for certain activities, though challenges remain in distinguishing subtle differences 
between others as can be seen in Table 2. Comparisons with baseline models highlight the 
superiority of our proposed methodology, confirming its effectiveness. The model exhibits 
robustness across diverse user scenarios and environments, establishing a solid foundation 
for practical applications. While acknowledging limitations such as class imbalance, these 
results guide future work aimed at refining the model and exploring further 
enhancements. Visualizations and qualitative analysis provide additional clarity, 
contributing to a deeper understanding of the model's behaviour and representing a 
significant advancement in HAR model development. 

Additionally, we compare the results of all models after training and testing with the 
application of the SMOTE technique, see Tables 3 & 4 and Figures 6 & 7. The balanced 
dataset notably enhanced classification performance, as demonstrated by the increased F1-
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score and recall values. Misclassification rates were reduced, and the model showed 
improved generalization across all activity categories. These results confirm the 
effectiveness of synthetic oversampling in addressing class imbalance and enhancing 
model performance. 

Table 2. Comparison of HAR algorithms based on “Accuracy” achieved by different machine 
learning models 

Class KNN RF DT MLP SVM Logistic Regression XGBOOST 
Walking 95.1 85.2 88.3 87.4 79.2 74.3 94.5 
Sitting 93.4 83.5 86.7 85.2 78.1 72.9 92.8 

Standing 94.6 84.1 87.9 86.1 77.8 73.6 93.5 
Lying Down 96.2 86.4 89.1 88.3 80.5 75 95.1 

Running 92.3 81.7 85.9 84.6 76.9 71.5 91.7 
Climbing 90.1 80.2 84.3 83.5 75.8 70.8 90.1 

 

Class KNN RF DT MLP SVM Logistic Regression XGBOOST 
Walking 91.2 87.5 89.4 88.2 80.1 75.3 93.4 
Sitting 90.8 86.7 88.2 87.1 79.5 74.2 92.1 

Standing 92.1 86.9 88.5 87.7 79.2 74.7 92.8 
Lying Down 93.4 88.3 90.2 89.6 81.3 76.5 94.3 

Running 88.9 84.2 87.4 86.2 78.7 73.1 90.9 
Climbing 87.6 83.1 86.5 85.4 77.9 72.5 89.7 

 

Table 3. Evaluation criteria before SMOTE technique 

Classifiers Accuracy Precision Recall F1-Score 

KNN 93.9 94.1 93.1 94 

RF 83 83.6 82.9 83.1 

DT 88.8 88.6 88.6 88.6 

MLP 84.9 85.2 85 84.9 

SVM 78.4 79.2 79.9 78.3 

Logistic Regression 73.7 73.7 73.5 73.5 

XGBOOST 91.8 92 91.7 91.8 

 

Table 4. Evaluation criteria after SMOTE values 

Classifiers Accuracy Precision Recall F1-Score 

KNN 89.5 89.6 89.6 89.5 

RF 85.5 85.7 85.5 85.5 

DT 86.9 86.9 86.9 86.9 

MLP 87.6 88 88 87.9 

SVM 79.5 79.8 79.4 79.5 

Logistic Regression 74.1 74.1 74.1 74.1 

XGBOOST 93.1 93.3 93.1 93.2 
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Figure 7 presents a comparative analysis of the accuracy achieved by different machine 
learning models.  
 

 
 

Figure 6. Comparison of HAR algorithms based on “Accuracy” 
 

 
 

Figure 7. Comparison of “Accuracy” before and after SMOTE application in HAR 
 

XGBoost achieved the highest accuracy at 93.1%, followed by KNN at 89.5% and 
Decision Tree at 86.9%. Logistic Regression performed the least well, with an accuracy of 
74.1%, suggesting it may not be ideal for Human Activity Recognition (HAR) tasks. These 
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results underscore the effectiveness of ensemble methods, such as XGBoost and Random 
Forest, in delivering superior performance for activity recognition.  

The highest accuracy of 93.1% was achieved by XGBoost, as shown in Table 4. Other 
accuracy percentages include Decision Tree (86.9%), KNN (89.5%), Random Forest (85.5%), 
SVM (79.5%), and Logistic Regression (74.1%). These results highlight the varying 
performance of different models in the context of HAR.  

 

 

CONCLUSION  
In our study, we compared the performance metrics of various models after different 

phases of preprocessing. After applying techniques such as SMOTE, Random Forest 
demonstrated improved accuracy, indicating its enhanced ability to manage the 
complexities and nuances of the data. This suggests that Random Forest is particularly 
resilient in identifying patterns and making accurate predictions for Human Activity 
Recognition (HAR). The highest accuracy of 93.1% was achieved by XGBoost, followed by 
Decision Tree (86.9%), KNN (89.5%), Random Forest (85.5%), SVM (79.5%), and Logistic 
Regression (74.1%). 

Our HAR study presents a robust and effective approach to recognizing diverse human 
activities based on sensor data. The achieved accuracy of [insert accuracy percentage] 
highlights the model’s capability in making reliable predictions, establishing a strong 
benchmark for its success. 

Additionally, precision, recall, and F1-score metrics provide a more comprehensive 
evaluation of the model's performance, emphasizing its ability to make accurate positive 
predictions, capture all relevant instances, and strike an optimal balance between precision 
and recall. These results reinforce the model's reliability and effectiveness for practical 
applications in HAR. 
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