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Abstract 

The difficult challenge of predicting rainfall is brought on by the daily observations of erratic 

rainfall patterns and climatic fluctuations. Predicting when the rain will fall can help avoid floods 

and even aid in crop growth in agriculture. Timely and precise predictions can prevent loss of life 

and assets. The ability to forecast the amount of rainfall requires an understanding of weather-

related elements such as pressure, humidity, wind speed, latitude, longitude, and precipitable 

water with varying x and y-axis parameters. The research in this study involves using fundamental 

machine learning techniques to create weather forecasting models that use the day's meteorological 

data to predict whether or not it will rain tomorrow. By utilizing previously identified trends from 

historical meteorological data, machine learning helps forecast rainfall. We are using a classification 

model in our supervised data model, and the techniques utilized to forecast the amount of rain 

include random forest, KNN, decision tree, and logistic regression. Using machine learning 

algorithms to examine past weather data and find patterns that can be applied to forecast future 

rainfall patterns is the suggested technique for rainfall prediction. A more accurate weather forecast 

is made possible by all of the aforementioned factors. We will handle the information that aids in 

eliminating erroneous and incomplete data. As a component of data preparation, normalization 

helps to improve feature approximation by adjusting the range of independent variables. Model 

training is carried out following data preparation, during which data is divided into training and 

test sets. The test set aids in prediction-making, while the training set serves as the foundation for 

model training. 

Keywords: Machine learning, Rainfall prediction, Supervised learning, Weather forecasting 

INTRODUCTION 

The management of water levels and agriculture may be significantly impacted by the 

unpredictable nature of rainfall brought on by weather changes. Therefore, to lessen the 

possible negative effects of rainfall variability, accurate rainfall prediction models must 

be developed. A promising solution to this problem is to combine machine learning with 
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environmental data analysis and the analysis of significant atmospheric features. 

Researchers have made great strides toward creating more accurate and dependable 

rainfall prediction models, which are crucial for several applications, such as water 

resource management, agricultural decision-making, and smart city planning. These 

models are made possible by utilizing historical weather data and sophisticated machine-

learning algorithms. 

Several algorithms can be used in the process of forecasting rainfall when predicting 

rainfall using machine learning. By uncovering latent patterns in past weather records, 

machine learning techniques can be utilized to forecast rainfall. Various machine learning 

models have been utilized for this purpose, including Gaussian naïve Bayes, RF, adaptive 

boosting, gradient boosting, MLP, linear regression, XGBoost, and further ones. To 

enhance the precision of rainfall forecasting, these algorithms are assessed and contrasted 

with real-time meteorological datasets and environmental data. Planning for agriculture 

and efficient water resource management have benefited greatly from the use of machine 

learning, which has demonstrated promising results in developing the accuracy of 

rainfall prediction systems. To train classification models, the method usually involves 

collecting previous weather information. Based on the input data, these models try to 

forecast if it will rain or not within a given timeframe. Neural networks, SVM, decision 

trees, RF, and other machine learning models can be used for this purpose. To determine 

whether future weather rainfall is there or not, they examine previous weather patterns 

and related variables. 

   K-Nearest Neighbors (KNN) is a simple technique, it may be resource-intensive, 

especially when dealing with large datasets, which limits its use for real-time forecasting. 

Its accuracy is made worse by its noise and irrelevant feature sensitivity. Although 

Random Forests are good at processing a wide range of data, they can overfit noisy data, 

which could affect the accuracy of their predictions. The interpretability of their collective 

nature is compromised, making it difficult to understand the critical decision-making 

process involved in rainfall forecasting. Although decision trees are understandable, their 

relevance to new rainfall patterns is limited due to their tendency towards overfitting. 

Practical rainfall forecasts are further complicated by the fact that Multilayer Perceptron 

(MLP) networks, which are excellent at capturing complex connections, are data-

intensive and may have difficulties with feature scaling, particularly when faced with 

insufficient or uneven feature scaling. 

     The encouragement of large datasets and noise present challenges for vector machines 

(SVM), which reduces their accuracy in rainfall forecasting. Likewise, the dependence of 

logistic regression on linearity affects its ability to understand complex correlations 

among rainfall data, which may lead to less accurate forecasts. The reliability of Naive 

Bayes is reduced by its assumption of important independence of characteristics, which 

may not hold in the case of coupled rainfall features. Furthermore, while AdaBoost, 

Gradient Boosting, and XGBoost have strong prediction performance, they also require 

careful hyperparameter adjustment or are prone to overfitting noisy data. AdaBoost's 
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overall performance is affected by its sensitivity to noise and outliers, which creates a 

major obstacle to its capacity to forecast rainfall patterns with accuracy. 

The proposed methodology involves Gathering previous weather data, preprocessing it, 

using tree-based models to identify the most important features for rainfall prediction, 

and training a variety of classification models—comprising Adaboost, XGBoost, Gradient 

Boosting, Random Forest, Decision Trees, MLP, Support Vector Machine (SVM), Logistic 

Regression, and Naive Bayes. —are all part of the suggested methodology. The models 

will be assessed using perception recall, accuracy metrics, and F1 score. Tests have 

demonstrated that, when compared to other models, XGBoost has the greatest accuracy. 

This approach aims to optimize performance and produce accurate rainfall classification 

estimates by adjusting the model's hyperparameters. This approach may be used to 

create a reliable machine-learning model for rainfall prediction, considering the 

information from the sources previously stated. Decision-makers in the water 

management, agricultural, and other sectors that rely on precise rainfall forecasts for 

efficient planning and resource management will find great insights from this model. 

 

LITERATURE REVIEW 

The challenge is creating a machine learning model for rainfall prediction, an 

important environmental element influencing many industries like urban planning, 

agriculture, and water resource management. The objective is to develop a prediction 

model that, using past meteorological data, can anticipate patterns of rainfall. To reflect 

the variety in rainfall patterns, a sizable dataset covering several geographical locations 

and temporal scales should be used to train the model. Finding relevant patterns and 

correlations in the data that can be used to support precise predictions is the difficult 

part. The goal is to deliver accurate and timely rainfall forecasts so that interested parties 

may make well-informed decisions and lessen the possible effects of extreme weather 

occurrences linked to precipitation. The machine learning models will have a big impact 

on disaster planning and sustainable resource management in areas where rainfall 

patterns can change dramatically. 

In the research [1], the author stated that the study on the incorporation of algorithms 

into climate finance decision support is presented with an emphasis on the effects of 

rainfall on Italian vineyards. The goal of the research is to forecast the intensity of rainfall 

every quarter using machine learning approaches. Three algorithms are compared in 

terms of performance: Random Forest and Neural Network. Preprocessing of the dataset 

for the experiment was done after it was obtained from the Piedmont area of Italy's 

agrometeorological office. The outcomes show that the Random Forest method is 

superior to the other two algorithms in terms of prediction accuracy and explainability, 

indicating that it can better anticipate rainfall by utilizing specific environmental factors 

that are important to the prediction. This work adds to the corpus of research on climate 

financing by illuminating how machine learning may help decision-makers manage 

climate risks in the food chain—specifically, in the Italian wine sector. In the paper [2], 
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the author explains how to use a multiple linear model to estimate PRCP based on 

meteorological variables including temperature, wind speed, and dew point. The 

National Climatic Center provided the data for the study, and the model was developed 

using Python code that made use of the Pytorch package. The model's effectiveness was 

ascertained by comparing the average mean square error of the training and test sets of 

data. The results showed that the average mean square error improved by 85% during 

the testing phase when the same amount of data was used for both the training and test 

phases. However, it dropped to 59% when more data was gathered for the test phase 

than for the training phase. 

The article [3] presented a rain prediction model based on machine learning 

techniques. The study aims to anticipate rain using modern techniques to increase the 

forecasts' accuracy and dependability. After obtaining 90% accuracy, 0.90 F1 score, and 

0.90 area Under the curve, the Random Forest classifier was found to have the greatest 

performance, according to the data. Considering climate change and its effects on 

extreme weather and disasters, the study's finding highlights the importance of the rain 

prediction model and its ability to provide precise rain forecasting. 

In paper [4], the author described how ensemble techniques, notably Random Forest 

and NARX neural network algorithms, were used to create a rainfall forecasting system. 

The suggested method seeks to increase district-level rainfall forecasting accuracy while 

requiring fewer calculations. The document highlights the importance of rainfall 

forecasting in several fields and endeavors, including urban planning, agriculture, 

hydroelectric power production, water resource management, disaster preparedness, and 

climate research. Along with data analysis, feature extraction, model training, real-time 

data integration, ensemble approaches, uncertainty estimates, model improvement, and 

early warning systems, it also covers the role of machine learning in rainfall prediction. 

In the paper [5], the authors explored the application of machine learning algorithms 

for rainfall prediction in Ghana's several ecological zones. The study employed five 

classification algorithms (K-Nearest Neighbor, Decision Tree, Random Forest, Multilayer 

Perceptron, and Extreme Gradient Boosting) to develop models for rainfall prediction. 

The effectiveness of these algorithms was evaluated with training/testing data ratios and 

a variety of metrics. The results showed that random forest, extreme gradient boosting, 

and multilayer perceptron performed well across all zones, whereas K-Nearest Neighbor 

fared the lowest. The study concluded that machine learning techniques, particularly 

Random Forest, may be used to predict rainfall in Ghana's various ecological zones. The 

paper [6] looked at the analysis of rainfall data from various locations using random 

forest and support vector machine learning algorithms. The work increases the precision 

and accuracy of rainfall forecasts by using feature extraction. The methodology used in 

the study includes data collection, pre-processing, and the application of machine 

learning techniques such as random forest, logistic regression, decision trees, and neural 

networks. The results of the study demonstrate how accurate the rainfall predictions 

made by the algorithms were. 
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In the paper [7], the authors suggested a strategy for predicting rainfall based on past 

meteorological data by applying machine learning techniques. The system's goal is to 

deliver precise weather forecasts so that farmers may make well-informed choices 

regarding farming tasks like planting and irrigating. SoftMax logistic regression, data 

cleaning, and prediction system assessment are the main topics of the work. The 

'underground' website provided the study with their dataset, which included historical 

weather information from eleven cities in Myanmar. To forecast rainfall categories based 

on variables including temperature, humidity, wind speed, and precipitation, the system 

uses the SoftMax logistic regression algorithm. The testing findings show that the system 

can use SoftMax to predict rainfall with an accuracy of 83%. According to the study's 

findings, farmers and other stakeholders may find the suggested rainfall forecast system 

helpful in making decisions about weather-dependent operations. The study offers a 

thorough analysis of the methodology, system architecture, and assessment metrics 

utilized to gauge the rainfall forecast system's effectiveness. 

In the study [8], the authors showed how the system for predicting rainfall using 

machine learning techniques—more especially, the SoftMax logistic regression method—

can be utilized based on historical meteorological data. The system's goal is to deliver 

precise weather forecasts so that farmers may make well-informed choices regarding 

farming tasks like planting and irrigating. In research [9], SoftMax logistic regression, 

data cleaning, and prediction system assessment are the main topics of the study. The 

'underground' website provided the study with their dataset, which included historical 

weather information from eleven cities in Myanmar. To forecast rainfall categories based 

on variables including temperature, humidity, wind speed, and precipitation, the system 

uses the SoftMax logistic regression algorithm. Also, in the study [10], which is based on 

the SoftMax logistic regression algorithm, the experimental findings show that the system 

can forecast rainfall with an accuracy of 83%. The study offers a thorough analysis of the 

methodology, system architecture, and assessment metrics utilized to gauge the rainfall 

forecast system's effectiveness. 

In the paper [11], based on ground observation data from the China Meteorological 

Administration (CMA), the rainfall prediction model has been investigated, and it 

forecasts rainfall using data mining techniques. This research compares Naïve Bayes, 

Support Vector Machine (SVM), and Back Propagation Neural Network (BPNN), three 

different approaches. The prediction model is recommended to be evaluated using two 

criteria: RR (rainfall data rate) and RO (overall rate). The research evaluates the model's 

performance using many observation station factors, including latitude, longitude, 

altitude, average temperature, and the chance of rainfall in the past. The experimental 

results show that BPNN performs better in average RO and RR as compared to NB and 

SVM. According to the study's findings, the suggested rainfall prediction model can be a 

helpful tool for forecasting rainfall in diverse areas and be used in a variety of contexts, 

such as disaster relief, agriculture, and water resource management [12]. In paper [13], 

the authors describe how research based on real-time rainfall prediction for the 
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Hyderabad region using a machine learning approach describes a brand-new hybrid 

machine learning method for forecasting the region's monsoon rainfall. The study 

employs a combination of regression and classification models, such as several regression 

models and the Random Forest, XGB, and K neighbors’ classifiers, to increase prediction 

accuracy [14]. A weighted average of the Random Forest Classifier and MLP Regressor 

produced the best results. With the recommended method, a mean absolute error of 

1.063540 and a practical accuracy of 0.92537 are obtained. To prove the superiority of the 

suggested weighted hybrid algorithm, the study also evaluates the performance of other 

hybrid models and individual algorithms using various performance indicators [15], [16]. 

The study's results provide encouraging outcomes in terms of accuracy and performance 

measures, indicating the approach's potential value in assisting agriculture sector 

stakeholders in making decisions based on precise rainfall forecasts for rainfall prediction 

[17], [18]. The authors evaluate the performance of these algorithms using different 

metrics such as accuracy, precision, recall, and F1 score. They conclude that the random 

forest algorithm performs the best for rainfall prediction [19]. 

 

METHODOLOGY 

Data Description 

The dataset consists of a total of 54245 instances and 23 characteristics. The Rain Today 

and Rain Tomorrow are the two main labels. The training and test data in the dataset 

were divided 80:20.80 percent of the training and set Test outcomes: 20% 

Data Preprocessing 

To preprocess the data, we used the read_csv() method to read a CSV file called 

"weatherAUS.csv" into a Pandas Data Frame. Next, by utilizing the head() function to 

show the data frame’s first few rows, the code does some preliminary data exploration. 

To eliminate any leading or following white spaces, it additionally renames the data 

frame’s columns using the rename() method. Using the unique() method, the code 

determines how many unique values are there in each Data Frame column. For 

additional analysis, this might assist in identifying categorical variables that could 

require encoding or transformation. Lastly, we use the describe() function to display the 

data frame’s summary statistics. This offers information on the distribution and range of 

values in the data, which may be useful in locating abnormalities or outliers that require 

attention. 

Algorithms based on Machine Learning and evolution 

 The output label and all the selected features are integrated into a new dataset after the 

feature selection procedure. To ensure that the model uses the train data for training and 

the test data to confirm its performance when predicting results, the new dataset must be 

split into testing and training segments at a 20:80 ratio. We are utilizing nine different 

machine learning approaches to compute the values given the above data. 

1. Support Vector Machines: A Support Vector Machine (SVM) is a supervised machine 
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learning algorithm used for classification and regression analysis. SVMs aim to maximize 

the margin distance between data points of different types by determining the optimal 

line or decision boundary. SVMs can achieve greater accuracy than simpler kernel 

functions and are especially effective at addressing binary classification issues; 

nevertheless, the approach requires more data and computing time to train. After being 

trained, SVMs can identify which side of the decision boundary new, unknown data 

points lie on to categorize them.  

2.  

v 𝐾(𝑥1, 𝑥2) = 𝛩(𝑥1)𝑇 . 𝑥2           (1) 

  

which is used to convert the data points (m1, m2) in each input space to a new feature 

space using the mapping function Θ(x), where the data is parted by a hyperplane. The 

linear kernel function is considered for the model and is given by: 

 
𝐾(𝑥1, 𝑥2) = 𝑥1

𝑇 . 𝑥2                  (2)
 

 

3. Multi-layer Perceptron Neural Networks (MLPNN): A Multilayer Perceptron (MLP) is a 

type of artificial neural network that consists of fully connected neurons organized in at 

least three layers: input, hidden, and output layers.MLPs are appropriate for both 

classification and regression problems because they can recognize complex patterns and 

correlations in data. The nonlinear activation functions, such as sigmoid or ReLU, are 

utilized to convert the incoming data into a format that is readable by the network. 

Multiple hidden layers in MLPs allow them to identify more complex patterns in the data 

and improve their performance across a range of applications.  

 

𝑓𝑖 = ∑ 𝜔𝑗𝑖

𝑚

𝑗=1
𝑋𝑗 + 𝜔𝑜𝑖

                       (3) 

 

4. K-Nearest Neighbors: The k-Nearest Neighbors algorithm is a non-parametric, 

supervised learning method used for classification and regression. It functions according 

to the idea that data points in the feature space that have similar attributes are near to one 

another. The output for categorization is decided by the k nearest neighbors casting most 

votes. The method uses proximity to classify or anticipate how to group a single data 

point. To do this, it needs to know the distance metrics and the value of k, which is the 

number of nearest neighbors to take into consideration. It needs careful consideration 

when choosing the distance metric and the amount of k, and it can be relatively costly, 

particularly for big datasets. 

5. Random Forest: Random Forest is a machine learning algorithm used for both 

classification and regression tasks. To make predictions, it builds many decision trees 

during training and collects the results. This lowers the danger of overfitting by using a 

random selection of features and data for each tree. It produces accurate predictions by 
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combining the output of these several trees, which makes it useful for managing noisy 

data and big datasets with lots of variables. The combination of this approach's primary 

benefits—scalability and stability—has made it popular in a wide range of applications. 

6. Decision Tree: Decision Trees are a fundamental machine-learning technique used for 

both classification and regression tasks. They arrange the data into a tree-like structure, 

with each leaf node holding the ultimate judgment or prediction, each internal node 

representing a characteristic or attribute, and each branch corresponding to a choice or 

result depending on that feature. To construct homogenous subsets concerning the 

objective variable, the dataset is recursively partitioned based on characteristics, to 

maximize information gain or minimize impurity at each stage. This framework offers a 

clear set of guidelines for decision-making and permits intuitive interpretation. 

7. Naive Bayes: Naive Bayes is a probabilistic machine learning algorithm based on Bayes' 

theorem with the "naive" assumption of independence among features. By figuring out 

the conditional probability of each class given the input attributes, it may predict the 

possibility that a given sample will belong to a specific class. Because of its ease of 

computing and efficacy with small datasets, Naive Bayes maintains its efficiency despite 

its simplifying assumption of feature independence, particularly in text classification and 

other tasks involving high-dimensional data. 

 

RESULTS AND DISCUSSION 

Experimental setup and Dataset  

To predict rainfall, it is necessary to build up a controlled environment in which different 

machine-learning models are tested and assessed using historical meteorological data. The 

procedure requires knowledge of variables such as temperature, humidity, pressure, and 

rainfall, all of which are present in the dataset. We build up the experimental setup using 

the Panda's package in Python, which enables data cleaning, preprocessing, and analysis. 

To eliminate missing values, discrepancies, and inconsistencies, the procedure starts with 

reading the dataset. By doing this, you can be confident that the data is consistent and 

clean for additional analysis. For training and validation, the data is then divided into 

features (X) and target variables (Y). 

To determine which characteristics are most crucial for the prediction job, feature selection 

approaches like Recursive Feature Elimination (RFE) are used. Numerous machine 

learning models, including XGBoost, Random Forest, Extra Trees, Adaptive Boosting, 

Gradient Boosting, Multilayer Perceptron, Gaussian naïve Bayes, linear regression, and 

others, are evaluated using the preprocessed dataset.  

The performance of these models is assessed using appropriate evaluation measures, such 

as mean squared error and R-squared score. The best-performing model is identified 

based on these evaluation metrics, and its performance is then improved by adjusting the 

model using hyperparameter optimization techniques. 

There are 23 features and 145,460 instances in the dataset used in the "Prediction of 
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Rainfall Using Machine Learning" study. The dataset provides a thorough foundation for 

the machine learning-based rainfall prediction analysis, encompassing a wide range of 

meteorological factors over many years. 

Evaluation parameters and formulations: 

Assessing a predictive model's performance in the context of rainfall prediction is crucial 

to guaranteeing its accuracy in predicting meteorological conditions. This statistic 

measures the model's total accuracy in predicting the occurrence of rainfall. It gives a clue 

as to how effectively the model simulates both rainy and dry situations. However, data 

distribution imbalances may constrain the usefulness of accuracy as a single metric in the 

field of rainfall prediction, as non-rainy occurrences may significantly outnumber rainy 

ones. Recall and accuracy become essential at this point. In Figure 1, the precision of 

rainfall prediction measures how well the model forecasts the presence of rain, 

highlighting the need to reduce false positives to avoid needless alarms. Conversely, 

recall gauges how well the algorithm detects wet situations, reducing false negatives and 

guaranteeing that genuine rainfall occurrences are not overlooked. 

                                                               

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝐹𝑃+𝑇𝑃
                       (4) 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑁+𝑇𝑃

𝑇𝑃
+ (TP+FP+FN+TN)             (5) 

 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝐹𝑁+𝑇𝑃
                       (6) 

 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
2𝑇𝑃

2𝑇𝑃+𝐹𝑁+𝐹𝑃
                                (7) 

 
 

Comparison Methods: 

We use algorithms to estimate whether it will rain tomorrow based on a variety of 

weather-related factors. First, the required libraries are imported: sci-kit-learn for machine 

learning, Label Encoder for encoding categorical variables for data processing. We then 

extract the rows from the dataset that have missing values. The label encoder is utilized to 

convert categorical variables, namely 'Rain Today' and 'Rain Tomorrow,' into numerical 

values. 

After this the obtained accuracy for Decision Tree is 0.79, Random Forest is 0.84, KNN 

is 0.83, MLP Classifier is 0.84. SVM is 0.78. 

 

Figure 2 shows a Heatmap with a Data Frame’s (df) correlation matrix for a subset of 
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its continuous columns. Using Matplotlib, the plot's size is set in the first line. 

 

Figure 1. Heat Map 

 

The count plots in Figure 2 show a comparison inside a Data Frame (DF) for two 

columns, "Cloud9am_imputed" and "Cloud3pm_imputed." The total figure dimensions 

are set to 10 widths by 4 height units. The following plotting commands are split amongst 

the two subplots once the code generates a subplot grid with one row and two columns. 

A Seaborn count plot is created for the "Cloud9am_imputed" column in the left subplot 

(1, 2, 1), showing the distribution of occurrences for each distinct value. Like this, a count 

plot for the "Cloud3pm_imputed" column may be found in the right subplot (1, 2, 2). 

Here we identified the count plot for the two columns; they are cloud3pm and cloud. 

 

Figure 2. Count plot 

For various algorithms, the Confusion Matrix is obtained in Figure 3 which represents 

the Random Forest classifier, KNN, MLPNN, and SVM classifiers. 
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Figure 3. Confusion Matrix for the Models with Pso 

 

 

CONCLUSION 

The use of machine learning to predict rainfall has proven to be a useful technique, 

demonstrating the capacity to examine meteorological variables and past weather data to 

produce forecasts that are precise and timely. By utilizing sophisticated algorithms like 

random forest, support vector machines, and neural networks, it is now possible to 

identify intricate patterns in the data, which leads to predictions that are more accurate 

than those made using more conventional techniques. Ongoing development, 

cooperation with meteorological specialists, and the incorporation of real-time data will 

further enhance the efficiency of these models, benefiting industries such as agriculture, 

water resource management, and disaster preparedness. With ramifications for several 

applications, the effective use of machine learning in rainfall prediction represents a 

substantial breakthrough in weather forecasting. 
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